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A rtificial intelligence (AI) 
 has attracted significant 
 attention across all sec- 
 tors of society by making 

predictions, recommendations, or  
decisions based on human-defined 
objectives. Most recently, generative  
AI technologies that produce con- 
tent in response to user queries have 
quickly gained vast media attention 
due to their ease of use and access- 
ibility. AI-based solutions are already 
widely deployed to support a broad 
range of industries and business  
operations. From autonomous ve- 
hicle technology, candidate selection  
in recruiting applications, bail-set-
ting tools for defendants within 
our judiciary, and facial recogni-
tion (e.g., in retail, by TSA, and by 
law enforcement), to applications 
to diagnose disease, detect fraud 
in financial transactions, and run 
help desks, AI plays a key role in 
our lives. That role is certain to 
grow as these technologies ma-
ture. Someday, artificial general-
ized intelligence may emerge that 
enables something much closer to 
human sentience.  

While AI solutions have the po-
tential to contribute significant val-
ue, AI also can be used to create 
and spread misinformation or dis-
information, perpetrate scams and 
other crimes, perpetuate unfair 
biases, and discriminate against 
protected classes of individuals. 
Additionally,l this technology can 
interrupt business operations, 
harm business reputation, drain 
corporate coffers in the event of 

data breaches, violate privacy, 
threaten data security and physical 
safety, and even start or accelerate 
conflicts between nation states. AI 
also often has significant power 
consumption requirements that  
can cause harm to the environment. 
Accordingly, if not managed re-
sponsibly, AI can result in signif-
icant risks. This article explains 
how Responsible AI practices in 
combination with Environmental,  
Social, and Governance (ESG) frame-
works can be applied both to miti- 
gate risk and support a corporation’s 
ESG goals. By doing so, organiza-
tions will be best positioned to 
maximize the benefits associated 
with their AI-related activities. 

Defining ESG and  
Responsible AI 
Corporations implement ESG 
frameworks to help guide both the 
corporation and its stakeholders 
about the impact of certain risks 
on corporate performance (some-
times referred to as “outside in” ef-
fects) and the ability of the corpo-
ration’s governance mechanisms 
to manage such risks. These risks 
extend not only to environmental 
and sustainability concerns but 
also to issues affecting society more 
generally, such as privacy, security, 
fairness (including DEI), and human  
rights, not to mention risks of and  
to financial systems (e.g., anti-money 
laundering). ESG can also address 
the impact of the corporation on 
the environment and sustainability, 
as is the case in the EU and UK 
as well as on individuals and soci-
ety more generally. In the United 
States, while some propose taking 
this “double materiality” approach 
and certain corporations have elec-

ted to do so voluntarily, thus far the 
SEC has not extended its manda-
tory reporting requirements. “Re-
sponsible AI” also addresses risk 
management and performance, 
but rather than guiding investors 
and other stakeholders on corpo-
rate performance, the focus is on 
helping the organization identify, 
assess, and mitigate the particu-
lar risks associated with use of AI. 
Thus, Responsible AI programs 
complement ESG frameworks. 
The National Institute of Standards 
and Technology (NIST) recent-
ly published a risk management 
framework that aims to help or-
ganizations apply Responsible AI 
principles. The framework focuses 
on the importance of the following 
critical criteria for AI solutions: 

Designing these features into 
AI solutions mitigates against un-
intended consequences as well as 
accompanying regulatory and rep-
utational risks. 

Responsible AI as part of a  
company’s ESG framework 
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Relationship between  
ESG and Responsible AI 
AI directly impacts the risks ad-
dressed by ESG. AI may materially 
impact the environment due to AI’s  
potentially significant energy con-
sumption requirements, while also 
having beneficial environmental  
effects through use in environ- 
mental research or as a tool to 
assess environmental impact and 
reduce “greenwashing” practices.  
As with ESG frameworks, Respon- 
sible AI frameworks aim to miti- 
gate adverse sustainability and  
environmental impact through, for  
example, energy-conscious design.  
By addressing AI’s sustainability  
and environmental issues in a  
cohesive and consistent manner 
under both ESG and Responsible 
AI rubrics, organizations can align 
AI use with ESG goals. 

In addition to climate risks, AI 
implicates other risks to individuals 
and society that ESG also aims to 
address. Responsible AI programs 
seek to identify all such potential 
risks, including fairness, bias, sec- 
urity, safety, and privacy concerns,  
and address them proactively. Fur-
thermore, governance is at the 
core of both ESG and Responsible 
AI programs. ESG frameworks pro-
vide a structure for reporting on 
whether corporations have imple-
mented strong governance prac-
tices to manage use of AI respon-
sibly. Responsible AI programs  
in return address governance  
by building processes that seek  
to hold appropriate individuals  
throughout organizations accoun- 
table for risk management. By  
aligning ESG and Responsible AI 
governance, each can be strength-
ened. Accordingly, a Responsible 



Susan H. Mac Cormac and Stephanie Sharron are partners, and Oluwabamise A. Onabanjo is an ESG  
analyst at Morrison & Foerster LLP.

Reprinted with permission from the Daily Journal. ©2023 Daily Journal Corporation. All rights reserved. Reprinted by ReprintPros 949-702-5390.

AI program is a crucial companion 
to a company’s ESG framework. 

Responsible AI programs also 
complement ESG materiality 
assessments. Materiality assess-
ments within ESG programs 
typically survey a company’s op-
erations, stakeholders, and eco-
system to better understand how 
to prioritize ESG efforts based on 
company needs and stakeholder 
priorities. When measured re-
sponsibly, ESG performance can 
be used to supplement financial 
performance factors, providing 
investors and other stakeholders 
with a more comprehensive view 
of the corporation’s performance. 
ESG programs in combination 
with Responsible AI programs 
can help organizations understand 
their AI use cases, how external 
factors might impact the use case 
(as well as the impact of the AI use 
case on external factors if double 
materiality is part of the program), 
risk hotspots and how well the cor-
poration is managing these risks. 

Conclusion 
AI holds tremendous promise for 
corporate growth and opportunity. 
However, use of AI can also ad-
versely impact trust, reputation, 
and overall corporate operations 
and performance. By implement-
ing Responsible AI practices, cor-

porate performance as measured 
against ESG criteria can be bol-
stered. However, if corporations 
design, develop, and deploy AI 
solutions without adequate gover-
nance and risk mitigation through 
Responsible AI practices, ESG 
efforts may very well be under-

mined. Those corporations that 
establish corporate policies and 
a holistic approach to integrating 
Responsible AI and ESG frame-
works will be best positioned to 
take advantage of the exciting  
potential of AI. 


